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PERFORMANCE OF DEEP LEARNING IN PREDICTION OF 

STOCK MARKET VOLATILITY 
  

Abstract. Volatility forecasting is an important issue for investment 

analysis and risk management in finance. Based on the Long Short Term Memory 

(LSTM) deep learning algorithm, we propose an accurate algorithm for 
forecasting stock market index and its volatility. The proposed algorithm is tested 

on the data from 5 stock market indices including S&P500, NASDAQ, German 

DAX, Korean KOSPI200 and Mexico IPC over a 7-yearperiod from 2010 to 2016. 
The highest prediction performance is observed with hybrid momentum, the 

difference between the price and the moving average of the past prices, for the 

predictions of both market index and volatility. Unlike stock index, the prediction 

accuracy for the volatility does not show dependency on other financial variables 
such as open, low, high prices, volume, etc. except the volatility itself.  

Keywords: volatility prediction; forecasting stock index; deep learning; 

long short term memory algorithm. 
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1. Introduction 

Accurate prediction of stock market volatility, the standard deviation of the 
underlying asset prices, is an important issue in the areas such as investment 

analysis of derivative securities, decision making and risk management in finance. 

Since financial markets are not only uncertain and complex but also globalized, it 

has become more and more difficult to predict financial parameters such as asset 
prices, indices and their volatilities. 

In the early studies in financial derivatives, it was assumed that the 

volatility was constant. However, from analyzing the data, it has been generally 
accepted that the volatility is also a stochastic process and there have been studies 

to build different financial models for the volatility prediction, such as GARCH 

model, stochastic volatility models etc., see (Heston, 1993; Satchell and Knight, 
2007). 

mailto:ksmoon@gachon.ac.kr
mailto:hongjoong@korea.ac.kr


 

 
 

 

 

 
Kyoung-Sook Moon, Hongjoong Kim 

______________________________________________________________ 

78 
 

DOI: 10.24818/18423264/53.2.19.05 
 

 

Inspired by the great success of advanced data science in many application 

areas, there have been reported successful results for the prediction in financial 
market based on various machine learning algorithms, see (Kara et. al., 2011; Tsai 

et. al., 2011; Ballings et. al., 2015; Patel et. al., 2015; Oztekin et. al., 2016; Moon 

et. al., 2018; Rana et.al., 2018). To improve the over or under fitting problems in 

machine learning algorithms, hybridizations of existing classifiers obtained the 
promising results as in (Nayak et. al., 2015; Qiu et. al., 2016; Zhong and Enke, 

2017; Chen and Hao, 2017).Starting from various financial models for volatility 

prediction, there also have been studies to combine volatility models such as 
GARCH model, EGARCH or GJR-GARCH and machine learning algorithms, see 

(Monfared and Enke, 2014; Dash and Dash, 2016; Peng et. al., 2018; Hurduzeu et. 

al. 2018). 
Recently deep learning or hierarchical learning algorithm is introduced and 

produces superior results in many applications such as computer vision, 

bioinformatics, speech recognition etc., see (Goodfelow et. al. 2016;Geron, 2017). 

In (Hochreiter and Schmidhuber, 1997), an efficient deep learning called Long 
Short Term Memory (LSTM) was introduced and show superiority to machine 

learning algorithms, see also (Colah, 2015).In this paper, we apply the LSTM deep 

learning algorithm to financial market in order to predict the trend or values of 
stock indices and their volatilities. 

Many studies use various indicators to identify the trend of the financial 

time series and develop machine learning or deep learning algorithms to forecast 

future trends or values. In order to improve the credibility or accuracy of the 
prediction, several methods can be combined to produce ensemble methods, 

multiple hidden layers can be introduced with many neurons in deep learning 

algorithms, or the quantity of input data for training or validation may be 
increased. In this study, the performance of the deep learning algorithm in the 

prediction of stock market volatility is analyzed and then compared to that of the 

market index. 
We apply the Long Short Term Memory (LSTM) deep learning algorithm 

and consider following four aspects: 

 the kind of the financial variable (i.e. volatility vs. stock) 

 the way the variable of interest is estimated 
 the number of features used in the training 

 the kind of the market (i.e. United States or Europe vs Korean or Mexico). 

The LSTM with above aspects is tested on the data from 5 stock market indices 
including S&P500, NASDAQ, German DAX, Korean KOSPI200 and Mexico 

IPCover a 7-yearperiod from 2010 to 2016. In Section 4, the higher prediction 

performance for predictions of market index and volatility is obtained with the 
standard and hybrid momentums. In particular, the increase of the number of 

features does not improve the accuracy for the volatility prediction, while it does 

for the index. 

The remainder of the paper is organized as follows. The explanation of 
technical indicators and target variables is discussed in Section 2. Section 3 
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describes LSTM algorithm with parameters in detail and the empirical results are 

presented in Section 4. Section 5 concludes the paper and outlines future directions.  

 

2. Methodology 

The main goal of this work is to predict the trends or values of stock 

indices or their volatilities accurately based on LSTM algorithm. In this study, a 

close stock index price 𝑆𝑡at time 𝑡and its volatility 𝜎𝑡 = √𝑉𝑎𝑟(𝑆𝑡)are the variables 

of interest.In general, machine learning algorithms have two parts: training and 

testing. During the training process, the algorithm learns 𝑆𝑡or 𝜎𝑡 or classifies their 
up or down trends according to the technical indicators based on the features. 

2.1 Technical indicators 

Let us first describe three different ways to make feature values. Firstly, 

Moving Average with period 𝑝 is an average of 𝑆𝑡  over the last 𝑝 data points. The 

average can be computed with the same weights for those 𝑝  values, or with 

different weights. In this study, 𝑀𝐴(𝑆𝑡 , 𝑝) represents the simple moving average of 

𝑆𝑡  with period 𝑝given by  

                                        𝑀𝐴(𝑆𝑡 , 𝑝) =
1

𝑝
∑ 𝑆𝑡−𝑖

𝑝−1
𝑖=0                                 (1)      

and Exponential Moving Average, denoted 𝐸𝑀𝐴(𝑆𝑡 , 𝑝) is the exponentially 

weighted average defined by 

                               𝐸𝑀𝐴(𝑆𝑡 , 𝑝) = ∑ 𝛼(1 − 𝛼)𝑖𝑆𝑡−𝑖

∞

𝑖=0

                                      (2) 

where 𝛼 = 2/(1 + 𝑝) . The momentum𝑀(𝑆𝑡 , 𝑚 )  represents the price difference 

between two different points with the lag 𝑚,  

                                                     𝑀(𝑆𝑡 , 𝑚) =  𝑆𝑡 − 𝑆𝑡−𝑚 .                                     (3)            

Similarly, 𝑀𝐴(𝜎𝑡 , 𝑝) , 𝐸𝑀𝐴(𝜎𝑡 , 𝑝) , and 𝑀(𝜎𝑡 , 𝑚)  are defined with volatility 𝜎𝑡 

instead of the price 𝑆𝑡 . 

2.2 Classification and Value Estimation 

Let us consider the classification of 𝑆𝑡 . Suppose that we have the partition 

of an interval (−∞,∞) = (−∞, 𝜈1] ∪ (𝜈1 , 𝜈2] ∪ ⋯ ∪ (𝜈𝐾−2, 𝜈𝐾−1] ∪
(𝜈𝐾−1, ∞),where −∞ < 𝜈1 < 𝜈2 < ⋯ < 𝜈𝐾−1 < ∞.When the value of 𝑆𝑡  belongs 

to 𝑘𝑡ℎ interval (𝜈𝑘−1, 𝜈𝑘], we can set the value 𝑘  as the label of 𝑆𝑡 , denoted by 

𝐿(𝑆𝑡). In this study, the training data are partitioned into 𝐾 equal-sized buckets 

based on the quantities in each interval.  

One may use the momentum 𝑀(𝑆𝑡 , 𝑚) instead of 𝑆𝑡  for the classification. 

That is, when the value of 𝑀(𝑆𝑡 , 𝑚) belongs to 𝑘𝑡ℎ interval (𝜈𝑘−1, 𝜈𝑘], we can set 

the value 𝑘 as the label, denoted by 𝐿𝑀(𝑆𝑡 , 𝑚).Note that the classification based on 
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the momentum can be regarded as the estimation of the trend of the movement. For 

instance, when 𝐾 = 2, the volatilities with the label 1 have decreasing momentums 
while those with the label 2 have increasing momentums. The volatilities can be 

partitioned into 3 groups with 𝐾 = 3 (i.e. the momentums decrease, do not change, 

or increase) or into 4 groups with 𝐾 = 4 (i.e. the momentums decrease much, 

decrease little, increase little, or increase much.) 
Note that the future value can be predicted from the momentums in two 

ways. First, 𝑆𝑡  can be obtained from 𝑆𝑡−𝑚 by adding the momentum, 

                               𝑆𝑡 = 𝑆𝑡−𝑚 + 𝑀(𝑆𝑡 , 𝑚).                                                      (4) 

Alternatively, if the label based on the momentum is known, for instance 

𝐿𝑀(𝑆𝑡 , 𝑚) = 𝑘, then  

                                         𝑆𝑡 ≈ 𝑆𝑡−𝑚 + 𝜇𝑘                                                           (5) 

can be used as an approximate value of 𝑆𝑡 , where 𝜇𝑘  denotes the mean of the 

momentums belonging to the 𝑘𝑡ℎ bin. 

 

2.3 Hybrid Momentum 

Even though the momentum 𝑀(𝑆𝑡 , 𝑚) guides the trend of 𝑆𝑡 , its label is 

oscillatory due to the noise in the financial time series. Thus, we introduce a hybrid 

momentum𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝) defined by 

                                        𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝) = 𝑆𝑡 − 𝑀𝐴(𝑆𝑡−𝑚 , 𝑝)                              (6) 

and note that 𝐻𝑀(𝑆𝑡 , 𝑚, 1)  =  𝑀(𝑆𝑡 , 𝑚). 
The hybrid momentum can be used to efficiently measure the trends in 

financial data. That is, given the partition of 𝑅  above, when the value of 

𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝)  belongs to the 𝑘𝑡ℎ  interval, the value 𝑘  can be set as the label, 

denoted by 𝐿𝐻(𝑆𝑡 , 𝑚, 𝑝). Then the classification based on the hybrid momentum 

can be used for the estimation of the trend. For example, the upward or downward 

trend in volatility can be predicted with 𝐾 = 2, and steep or gradual change in each 

direction can be considered with 𝐾 = 4. 

Similarly to (4) or (5) based on the standard momentum, 𝑆𝑡  can be 

obtained from the hybrid momentum 𝑀𝐴(𝑆𝑡−𝑚1
, 𝑚2) by 

                            𝑆𝑡 = 𝑀𝐴(𝑆𝑡−𝑚 , 𝑝) + 𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝)                                 (7) 

or 

                                 𝑆𝑡 ≈ 𝑀𝐴(𝑆𝑡−𝑚 , 𝑝) + 𝜇𝑘
ℎ                                                  (8) 

where 𝜇𝑘
ℎ represents the mean of the hybrid momentums 𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝) 

corresponding to the label𝐿𝐻(𝑆𝑡 , 𝑚, 𝑝) = 𝑘.Table 1 summarizes the indicators used 

in this study. 
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Table 1. The summary of indicators used in the algorithm 

Indicators Definitions 

𝑴𝑨(𝑺𝒕, 𝒑) 1

𝑝
∑ 𝑆𝑡−𝑖

𝑝−1

𝑖=0

 

𝑬𝑴𝑨(𝑺𝒕, 𝒑) 
∑ 𝛼(1 − 𝛼)𝑖𝑆𝑡−𝑖

∞

𝑖

, 𝛼 =
2

1 + 𝑝
 

𝑴(𝑺𝒕, 𝒎) 𝑆𝑡 − 𝑆𝑡−𝑚 

𝑯𝑴(𝑺𝒕, 𝒎, 𝒑) 𝑆𝑡 − 𝑀𝐴(𝑆𝑡−𝑚 , 𝑝) 

 

Table 2 describes the statistics including the count, mean, standard deviation, 

minimum, first-, second- and third-quartiles, and maximum of variables and 

indicators for the volatility 𝜎𝑡  = √𝑉𝑎𝑟(𝑆𝑡). MA10, MA20, MA50 and EMA10, 

EMA20, EMA50 represent standard and exponential moving averages, 𝑀𝐴(𝜎𝑡 , 𝑝) 

and 𝐸𝑀𝐴(𝜎𝑡 , 𝑝), respectively, for 𝑝 = 10, 20, 50. Mom and HMom in the last two 

columns of Table 2 are momentums 𝑀(𝜎𝑡 , 𝑚)  and hybrid momentums 

𝐻𝑀(𝜎𝑡 , 𝑚, 𝑝)with 𝑝 = 10, 𝑚 =  5,respectively. 

Table 2. Statistics (count, mean, standard deviation, minimum, first-, second-, 

and third-quartiles, and maximum) of input variables, indicators (MA10, 

MA20, MA50 and EMA10, EMA20, EMA50 are 𝑴𝑨(𝝈𝒕, 𝒑) and 𝑬𝑴𝑨(𝝈𝒕, 𝒑) 

for 𝒑 = 𝟏𝟎, 𝟐𝟎, 𝟓𝟎) and momentums (Mom and HMom are the momentums 

𝑴(𝝈𝒕, 𝟓)  and the hybrid momentums 𝑯𝑴(𝝈𝒕, 𝟓, 𝟏𝟎) ) for stock volatilities 

𝜎𝑡  = √𝑉𝑎𝑟(𝑆𝑡) for S&P500, NASDAQ, DAX, KOSPI200 and IPC. 
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3. Predictions 

3.1 LSTM algorithm 

In this study, the deep learning algorithm based on Long Short Term 
Memory (LSTM)introduced in (Hochreiter and Schmidhuber, 1997)is used to 

predict future trends and values of 𝜎𝑡  = √𝑉𝑎𝑟(𝑆𝑡).LSTM is a special RNN, which 

can handle long term dependencies. Instead of a single neural network, LSTM has 
four interacting layers. See(Colah, 2015)for details. 

Three different numbers of features in the input data are considered to observe the 

effect of the number of features. 

 One feature: only target variable 𝑆𝑡  is provided for training. 

 6 features (small number of features): target variable 𝑆𝑡 or 𝜎𝑡with open, 

high and low values 𝑂𝑡 , 𝐻𝑡 , 𝐿𝑡 , the volume 𝑉𝑡 , and the daily percentage 

change 𝑃𝑡 of the stock index are provided. 



 

 

 

 

 

 
Performance of Deep Learning in Prediction of Stock Market Volatility 

 

83 

 

DOI: 10.24818/18423264/53.2.19.05 
 

 12 features (many number of features):the features above with additional 3 

standard and exponential moving averages of 𝑆𝑡 , ( 𝑀𝐴(𝑆𝑡 , 𝑚1) , 

𝑀𝐴(𝑆𝑡 , 𝑚2), 𝑀𝐴(𝑆𝑡 , 𝑚3), 𝐸𝑀𝐴(𝑆𝑡 , 𝑚1), 𝐸𝑀𝐴(𝑆𝑡 , 𝑚2),𝐸𝑀𝐴(𝑆𝑡 , 𝑚3)) are 

provided. For prediction of volatility we use 𝜎𝑡 instead of 𝑆𝑡 . 

3.2 Prediction of future trends or values 

Following three types of target variables are considered in this study, let 

𝛷(𝑣)represent the estimation of 𝑣 using the deep learning algorithm. 

 𝑆𝑡: the values of 𝑆𝑡  itself are trained. The result 𝛷(𝑆𝑇) from deep learning 

represents the direct prediction of 𝑆𝑇 , and the up-down trend can be 

estimated by the classification label 𝐿(𝛷 (𝑆𝑇)). 

 𝑀(𝑆𝑡 , 𝑚)  : the momentums of 𝑆𝑡  are trained. Once the return value 

𝛷(𝑀(𝑆𝑇 , 𝑚))  for the momentum is obtained, its classification label 

𝐿𝑀(𝛷(𝑀(𝑆𝑇, 𝑚)), 𝑚) predicts the trend of the movement. The value of 

𝑆𝑇 can be predicted in two ways, i.e. by 𝑆𝑇−𝑚 + 𝛷(𝑀(𝑆𝑇, 𝑚)) as in (4) 

or by 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘) as in (5), where 𝛷(𝜇𝑘) is the mean of the training 

data corresponding to the label𝐿𝑀(𝛷(𝑀(𝑆𝑇, 𝑚)), 𝑚). 

 𝐻𝑀(𝑆𝑡 , 𝑚, 𝑝)  : the hybrid momentums of 𝑆𝑡  are trained. Similarly to 

above, once the return value 𝛷(𝐻𝑀(𝑆𝑇, 𝑚, 𝑝)) for the hybrid momentum 

is obtained, its classification label 𝐿𝐻(𝛷(𝐻𝑀(𝑆𝑇, 𝑚, 𝑝)), 𝑚, 𝑝) predicts 

the trend of the movement. The value of 𝑆𝑇 can be predicted in two ways, 

i.e. by 𝑆𝑇−𝑚 + 𝛷(𝐻𝑀(𝑆𝑇 , 𝑚, 𝑝)) as in (7) or by 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘
ℎ) as in 

(8),where 𝛷(𝜇𝑘
ℎ) is the mean of the training data corresponding to the 

label 𝐿𝐻(𝛷(𝐻𝑀(𝑆𝑇 , 𝑚, 𝑝)), 𝑚, 𝑝). 

Table 3 summarizes the target variables used in this study. 

Table 3. Summary of target variables used for the prediction of trends or 

values of the volatility. 

Types of 

target 

variable 

𝑺𝒕 𝑴(𝑺𝒕, 𝒎) 𝑯𝑴(𝑺𝒕, 𝒎, 𝒑) 

Prediction 

of trends 
𝐿(𝛷(𝑆𝑇)) 𝐿𝑀(𝛷(𝑀(𝑆𝑇 , 𝑚)), 𝑚) 𝐿𝐻(𝛷(𝐻𝑀(𝑆𝑇 , 𝑚, 𝑝)), 𝑚, 𝑝) 

Prediction 

of values 
𝛷(𝑆𝑇) 𝑆𝑇−𝑚

+ 𝛷(𝜇𝑘) 

𝑆𝑇−𝑚

+ 𝛷(𝑀(𝑆𝑇 , 𝑚)) 

𝑆𝑇−𝑚

+ 𝛷(𝜇𝑘
ℎ) 

𝑆𝑇−𝑚

+ 𝛷(𝐻𝑀(𝑆𝑇 , 𝑚, 𝑝)) 

 

 

 



 

 
 

 

 

 
Kyoung-Sook Moon, Hongjoong Kim 

______________________________________________________________ 

84 
 

DOI: 10.24818/18423264/53.2.19.05 
 

 

4. Results 

4.1 Data Description 

The data from 5 stock market indices, S&P500, NASDAQ (United States), 

DAX (Germany), KOSPI200 (Korea) and IPC (Mexico) for 7 years from April 1, 

2010 to December 30, 2016 is used in this study. The daily index values in the 

form of (𝐻𝑡 , 𝐿𝑡 , 𝑂𝑡 , 𝐶𝑡 , 𝑉𝑡) of the high, low, open and close values, and the volume, 
respectively, have been downloaded from the Yahoo Finance. Figure 1 shows the 

trend of the indices of the financial markets. The price index of KOSPI200 and IPC 

seem to have widerand more continuous fluctuation compared to those of S&P500, 
NASDAQ and DAX. 

 

 
Figure 1. Stock indices 

4.2 Prediction of future trends 

Given the classification for up or down movement, the true positive rate 
can be used as a measure for the performance of the prediction. It represents the 

ratio of actual positives that are correctly identified. The parameters used in LSTM 

algorithm is summarized in Table 4. 

 

Table 4. Summary of parameters for LSTM algorithm. 

Parameters Values 

the number of labels (𝑲) 2, 3, 4 

market index S&P500, NASDAQ, DAX, KOSPI200, 

IPC 
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the number of input features 1, 6, 12 

types of target variable 𝜎𝑡 , 𝑀(𝜎𝑡 , 𝑚), 𝐻𝑀(𝜎𝑡 , 𝑚, 𝑝) 

Table 5 represents the average of the true positive rates when the trend of the 

volatility is estimated by 𝐿(𝛷(𝜎𝑡)) , 𝐿𝑀(𝛷(𝑀(𝜎𝑡 , 𝑚)), 𝑚) , and 

𝐿𝐻(𝛷(𝐻𝑀(𝜎𝑡 , 𝑚, 𝑝)), 𝑚, 𝑝) for each case of the number of labels, the index, the 

number of input features and the type of target variables in Table 4. The last row 

represents the naive probability that the random classification gives the correct 

identification. Note that the true positive rates with respect to the values 𝑆𝑡  are 

quite good but those with respect to the hybrid moments 𝐻𝑀(𝜎𝑡 , 𝑚, 𝑝) are slightly 

better regardless of the number of features or indices. More importantly, the rates 
do not seem to be dependent upon the number of features and the classification 

with only 1 feature result in better rates than that with 6 or 12 features in some 

cases. 

Table 5. The average of the true positive rates when the trend of the stock 

volatility 𝜎𝑡  = √𝑉𝑎𝑟(𝑆𝑡) is estimated with the parameter in Table 4. 

 

Table 6 shows the average of the true positive rates when the trend of the 
stock market is estimated, which shows the weakness of the classification with 

respect to 𝑆𝑡  as follows. Since unlike the volatility, the stock market index such as 

S&P500, NASDAQ and DAX increased for the past decade as seen in Figure 1, the 

values of the test data are not observed during the training period (i.e. the range of 
the test data and that of the training data do not overlap much) so that the 

corresponding rates are not good compared to the others. Such inadequate training 

is not observed when the index of KOSPI or IPC is considered. Note that such 
inadequate training can be avoided by the computation of the momentum or the 

hybrid momentum even for S&P500, NASDAQ and DAX index. The hybrid 

momentum produces better prediction accuracies for the trends of both stock 
market indices and volatilities, but the number of features seems to have positive 

effects only on the market index, not the volatility. 
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Table 6. The average of the true positive rates when the trend of the stock 

value 𝑺𝒕 is estimated with the parameters in Table 4. 

 

4.2 Prediction of future values 

Now let us consider the prediction of future volatility values for each case 

of the number of labels, the index, the number of input features and the type of 
target variables in Table 4. The value of the volatility can be estimated by 5 

different ways, 𝛷(𝑆𝑇) , 𝑆𝑇−𝑚 + 𝛷(𝑀(𝑆𝑇 , 𝑚)) , 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘) , 𝑆𝑇−𝑚 +

 𝛷(𝐻𝑀(𝑆𝑇, 𝑚, 𝑝)), 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘
ℎ).For instance, Figure 2 shows the S&P500stock 

market volatility and its prediction by 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘)with respect to the number 

of: 
 

 
      (a) 1 feature   (b) 6 features 

 
(c) 12 features 

Figure 2. Actual S&P500stock market volatility and its prediction by 𝑺𝑻−𝒎 +
𝜱(𝝁𝒌) when the numbers of features are 1, 6 and 12. 
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When the way the target variable is predicted is changed, the S&P500stock 

market volatility prediction results are as follows: 

 

 
(a) 𝛷(𝑆𝑡)  (b) 𝑆𝑇−𝑚 + 𝛷(𝑀(𝑆𝑇 , 𝑚)) 

 
(c) 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘)  (d) 𝑆𝑇−𝑚 + 𝛷(𝐻𝑀(𝑆𝑇 , 𝑚, 𝑝)) 

 
(e) 𝑆𝑇−𝑚 + 𝛷(𝜇𝑘

ℎ) 

Figure 3. Actual S&P500stock market volatility and its prediction with only 1 

feature when the way the target variable is predicted is changed. 

The difference between the actual values and predictions is much bigger 

when different target variables are used in Figure 3 compared to the difference 
when different number of features is used in Figure 2. Following Figure 4 

compares the volatility prediction results for 5 different stock market indices: 
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(a) S&P500     (b) NASDAQ 

 
(c) DAX   (d) KOSPI200 

 
(e) IPC 

 

Figure 4. Actual volatility and its prediction by 𝑺𝑻−𝒎 + 𝜱(𝝁𝒌) with 1 feature 

from 5 stock market indices:S&P500, NASDAQ, DAX, KOSPI200 and IPC. 

 

4.2.1 Measures 

Following two errors are used to measure the accuracies in the prediction 
of values. 

 Mean squared error (MSE): 𝑀𝑆𝐸 =
1

𝑛
∑ (𝜎𝑡𝑖

− 𝜎𝑡�̂�
)

2𝑛
𝑖=1  

 Mean absolute percentage error (MAPE): 𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝜎𝑡𝑖
−𝜎𝑡�̂�

𝜎𝑡𝑖

|𝑛
𝑖=1 , 
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where 𝜎𝑡𝑖
is the value at time 𝑡𝑖and 𝜎𝑡�̂�

 is its prediction. Table 7 represents 

the mean squared errors (MSE) for each case of the index, the number of 

input features and the type of target variables in Table4.  

 
Table 7. MSE for the prediction of the stock market volatility with respect to 

the indices, input types and target types. 

 

Table7 shows that the predictions based on the momentum and the hybrid 

momentum, 𝜎𝑇−𝑚 + 𝛷(𝜇𝑘) and 𝜎𝑇−𝑚 + 𝛷(𝐻𝑀(𝜎𝑇, 𝑚, 𝑝)), are better than those 

based on the value 𝛷(𝜎𝑡) or the mean averages, 𝜎𝑇−𝑚 + 𝛷(𝜇𝑘) and 𝜎𝑇 + 𝛷(𝜇𝑘
ℎ). 

In addition, the accuracy of the prediction is not improved when 6 or 12 features 

are used compared to the prediction with single feature only as observed in the 

prediction of the up-down trends. Table 8 represents the mean absolute percentage 
errors (MAPE) for the stock volatility for each case of parameters in Table 4. The 

results are similar to those from the MSE errors. On the other hand, the number of 

features affects the prediction of stock market indices as in Table 9. 
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Table 8. MAPE for stock volatility with respect to the indices, input types and 

target types. 

 

Table 9. MAPE for stock index with respect to the indices, input types and 

target types. 

 

5. Conclusions 

The prediction of the stock market index and volatility has been observed 

in several aspects. The stock market index and volatility share some similarities but 
also have some distinctions. The usage of standard and hybrid momentums as 

target variable is superior to the usage of the value of the variable or classification 

label in estimating the up-down trend or predicting the future value. In particular, 
the hybrid momentum shows good results for the prediction. The increase of the 

number of features does not improve the accuracy for the volatility prediction, 

while it does for the index itself. 
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